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Abstract — In the modern age, technological advancement reached a new limit where authentication plays a vital role in security management. Biometric-based authentication is the most referenced procedure for authentication where signature verification is a significant part of it for authentication of a person. To prevent the falsification of signatures on important documents & legal transactions it is necessary to recognize a person's signature accurately. This paper focused on recognizing offline handwritten original & forged signatures using a deep convolution neural network. We use a completely new dataset & also downloaded datasets to train the system & verify a random signature as genuine or forgery. All testing samples are collected from several individuals after several steps of preprocessing the model is fed with the resultant image to our system, the experimental results give us an accuracy of 95.5% from the dataset.
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I. INTRODUCTION

Biological characteristics differ from person to person which allows for verifying the identity of individuals. Biometric authentication is a process by which individuals can be identified through their unique characteristics. Among the several biometric tasks, one of the age-old processes is signature verification. A signature is a distinctive handwritten depiction of an individual which could be an individual's name, nickname, symbols, etc. to identify the specific person's consent on the document, letter, or financial transactions. Signer sign signatures have been a significant innovation for identifying individuals for thousands of years. Generally, biometric systems are of two sections:

- Verification
- Identification

Verification & identification of individuals is two different things where verification verifies the authenticity of a person whether the biometric is really of that individual or not whereas identification recognizes the individual's biometric from the available batch. This paper reflects the verification of a person through means of signatures. The verification process includes two labels for signatures which are original and forge.

There are three forms of forgeries:

- Random forgery
- Simple forgery
- Skilled forgery

Random forgeries are the ones where the forgery signer has no idea or information about the user or the signature. In the case of simple forgeries signer has a vague idea about the name but is fully unaware of the signature style of the user. Skilled forgeries are possible when the signer has information and also the signature sample of the user which is to be forged. This signature is very much similar to the original one so it’s tough to distinguish whether it is original or forged.

Signature verification is categorized into two forms: Dynamic (online) & Static (offline). Several parameters are taken into account while verification in these two different forms. Parameters for dynamic verification are pretty advanced as if locations, Pressure, acceleration, and time for the signature of the signer all are recorded.

But for static verification only starts after the signature is completed in the paper, calculating the edges, vertices, and shape of the signatures having maximum similarity with the original user is concluded as original & dissimilarity results as the forged signature.

Signature verification plays a significant role in different sectors which are as follows:

- Commercial
- Legal documents
- Financial transactions
- Acknowledgment & Acceptance

This paper focuses on static signature verification using a deep convolution neural network in pattern recognition.

II. RELATED WORKS

In reference papers [1]–[7] various writer-dependent methodologies are studied which are based on deep learning. Convolution neural network shows a tremendous impact in the field of imagery. Image preprocessing is common in the very article as all the models deal with images of signatures.

CNN was implemented based on VGG16 architecture which is a CNN architecture containing 16 layers along with learning features [2]. The model was experimented with by two types of data set: unseen identifier and writer dependent. In unseen identifiers, the network was tested by the signature of persons who were not in the training set. Writer-dependent data set is the opposite of it that is pair of (genuine, genuine), (genuine, forgery) was previously set in the data set. Inspired by Google Net an architecture called Inception SVG Net framework is used to implement CNN in [3].

In [4] Explainable Deep Learning Method was used to implement DCNN. Verification of a signature can be tested
in this article whether it is original or forgery. Every time the system was tested with a new sample of signatures that were not present in the training time of the model. A unique method was introduced for signature verification and forgery detection using CNN and Harris corner detection algorithms. CNN was used for signature verification and the Harris surf-based model was used for forgery detection of any signature [5].

CNN was also implemented on two levels in the file management system: genuine and forgery. A GUI was used to test whether the signature in question is genuine or not [6]. A method was experienced to extract features from a signature image using DCNN, Deep Convolutional Neural Network [7]. A classifier architecture was formed to graphically analyze the error rate of the model and the error rate in feature extraction of the algorithm.

III. PROPOSED METHODOLOGY

This paper focuses on extracting features from the training dataset to train the model and evaluate the test dataset based on its learning from the features. A Convolution Neural Network is used for extracting features and training the model. Convolution Neural Network proves the fact that original & forged signatures differ at some point. Here two classes are introduced which are original & forged signatures which can also be acknowledged as two class labels. CNN plays a significant role in extracting necessary features that differ between the two class labels. A person who is used to signing signatures, while signing the nerve impulse is controlled by the brain without paying any attention to the detail. On the other hand, the person forging another person’s signature pays attention to every detail of the original signature which differs nerve impulses resulting in some trembling in the signature. This difference leads to a change in features of both the signatures which are identified and extracted by CNN.

A. Pre-Processing

Data preprocessing facilitates the training & testing process by transforming the data into a more understandable form of an image. Pre-processing removes the outliers and scales the features into a viable range. Several steps are followed to complete the preprocessing so that the model gets a clearer, enhanced, noise-free training dataset to learn for better accuracy in the verification of the signature.

B. Grayscale

Signature verification does not depend on the color of the pixels rather it focuses on the luminance of the pixels of an image. Grayscale is a monochromatic shade from black to white. Removes all the information about the color. The luminance of the pixel remains as it is. OpenCV python library is used to solve computer vision problems following paper used this library to read/load an image and to write an image to a given destination. Moreover, there are 150 color space conversion methods available in OpenCV. In Fig. 1, two images were taken, among them, the colored image is the original image which was converted into a grayscale image. Both the images are labeled as Fig. 1a and 1b.

C. Binary Images

Images can have two possible intensity values which are either 0 for black and either 1 or 255 for white are named binary images. In Fig. 2, a gray-scaled image has been transformed into a binary image. Binary images allow the separation of an object from its background. The thresholding technique aims to extract the foreground of an image from its background & grayscale images are taken as input for binary thresholding to obtain binary images for desired output.

D. Resized Images

The desired output of the binary conversion images is fed as input to resize the images. In Fig. 3, the image labeled as Fig. 3a is the binary image that is to be resized. The expected size for the resized images is 140*110 pixels. Resized images aim to aid in better learning for CNN. The entire dataset is resized into the given pixel size.

E. Image Enhancement

Finally, after completing all the preprocessing steps in a stepwise manner all the resized images in the dataset are enhanced. Several factors assist the image enhancement process among them contrast plays a vital role in deepening the object. By availing of the image enhancement technique, every contrast of the images in the dataset is enhanced by a factor of 5.0. Images in the dataset are saved in the PNG format in the destination folder. Fig. 4b depicts the enhanced image of the resized image.

F. File Management

Every Preprocessing step results in a different directory folder with the name associated with the preprocessing step. Such as the directory folder of this work named Grayscale-
images is the output of grayscale images from original images in the following way binary, resized and enhanced image outputs are saved in a distinct folder with the name associated with the pre-processing steps.

Following all the pre-processing steps a final preprocessed image is obtained which is fed to the CNN model as an original image so that it can learn the features from it. Different images have been taken as input in this paper in different preprocessing steps to give a proper indication of the system that works on them. In Fig. 5a, the original image is shown which has gone through all the preprocessing steps and finally gave a clear view of the preprocessed image labeled as 5b.

In the same procedure forged signatures are pre-processed & kept in a distinct folder. Both the preprocessed original and forged images are fed into the CNN model.

IV. EXPERIMENTAL PROTOCOL

Signatures are stored in a specific directory that can be accessed by the Keras Python library. CNN is being implemented using a python programming language with Keras & TensorFlow backend so that the model can learn other patterns associated with the images and verify how the model fits the data loss metrics and accuracy used. Finally, the model is being tested accordingly.

A. Dataset

The Dataset which is being used in this research work is a collection of 130 images from 130 individuals. The training dataset consists of two folders namely original and forged & the test dataset also consists of the same two original and forged datasets. Later on, we specifically provide an original or forged signature selected from those folders and fed to the model. The model will extract the features of the given image and will compare the features to learned features and finally will conclude the result in a two-class label which is either original or forged.

B. Experimental Setup

Convolution Neural Network requires a specific set of computational setups for their working procedure. Due to its different layers with a complex calculation based on the equation, it requires a minimum configuration of hardware and specific software to run. The experiment carried out in this paper is run on a device that satisfies the environment and hardware specifications for the program to run which took a significant amount of time to complete the steps and epochs showing the desired model output for loss and accuracy in each epoch also the summary of the model.

Following computational setups are required for the experiment to run:

- Laptop Configuration: Dell Vostro 14 3000, Intel Core i5 10th Gen, Ram: 8GB, HDD: 1Terabyte, SSD: 128GB, Clock speed: 2.11GHz.
- Operating System: Windows 10 64-Bit.
- Software Package: Anaconda3, Tensorflow, Keras, Numpy, OpenCV, Glob.

### TABLE I: SUMMARY OF THE MODEL

<table>
<thead>
<tr>
<th>Type of Layer</th>
<th>Shape of Output</th>
<th>No. of Parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td>Conv2d_1(Conv2D)</td>
<td>(None,98,98,32)</td>
<td>896</td>
</tr>
<tr>
<td>Activation_1(Activation)</td>
<td>(None,98,98,32)</td>
<td>0</td>
</tr>
<tr>
<td>Max_pooling_2d_1(Max-pooling 2D)</td>
<td>(None,49,49,32)</td>
<td>0</td>
</tr>
<tr>
<td>Conv2d_2(Conv2D)</td>
<td>(None,47,47,32)</td>
<td>9248</td>
</tr>
<tr>
<td>Activation_2(Activation)</td>
<td>(None,47,47,32)</td>
<td>0</td>
</tr>
<tr>
<td>Max_pooling_2d_2(Max-pooling 2D)</td>
<td>(None,23,23,32)</td>
<td>0</td>
</tr>
<tr>
<td>Conv2d_3(Conv2D)</td>
<td>(None,21,21,64)</td>
<td>18496</td>
</tr>
<tr>
<td>Activation_3(Activation)</td>
<td>(None,21,21,64)</td>
<td>0</td>
</tr>
<tr>
<td>Max_pooling_2d_3(Max-pooling 2D)</td>
<td>(None,10,10,64)</td>
<td>0</td>
</tr>
<tr>
<td>Flatten_1(Flatten)</td>
<td>(None, 6400)</td>
<td>0</td>
</tr>
<tr>
<td>Dense_1(Dense)</td>
<td>(None, 64)</td>
<td>409664</td>
</tr>
<tr>
<td>Activation_4(Activation)</td>
<td>(None, 64)</td>
<td>0</td>
</tr>
<tr>
<td>Dropout_1(Dropout)</td>
<td>(None, 64)</td>
<td>0</td>
</tr>
<tr>
<td>Dense_2(Dense)</td>
<td>(None, 1)</td>
<td>65</td>
</tr>
<tr>
<td>Activation_5(Activation)</td>
<td>(None, 1)</td>
<td>0</td>
</tr>
<tr>
<td>Total Parameters</td>
<td>-</td>
<td>438369</td>
</tr>
<tr>
<td>Trainable parameters</td>
<td>-</td>
<td>438369</td>
</tr>
</tbody>
</table>

C. Experiments

Experiments were performed in two possible means to test whether the model gives proper output or whether the model is fit to the dataset. So first a set of 20 images is taken in both the training and validation set, where the batch size is 4 and the number of epochs is 5. This experiment gives an outstanding result obtaining 100% accuracy from the model. Later on, the model is tested for 130 samples of signatures where the batch size was 10 and the number of epochs was 13. From the later experiment, we obtained a maximum accuracy of 95.5% in epoch 10 so we later kept the number of epochs equal to 10 for a better result.

### TABLE II: LIST OF FORMULAS FOR THE OPERATION OF CNN

<table>
<thead>
<tr>
<th>Operation</th>
<th>Formula</th>
</tr>
</thead>
<tbody>
<tr>
<td>Convolution</td>
<td>( Z^T = H_i^{\text{T}} \times W^T )</td>
</tr>
<tr>
<td>Max pooling</td>
<td>( h_{2j} = \max_{i=x,j=0}^{H_i} h_{i,j} \times (x + i)(y + j) )</td>
</tr>
<tr>
<td>Fully-Connected Layer</td>
<td>( Z_i = W_i \times h_{i-1} )</td>
</tr>
<tr>
<td>ReLu(Rectifier)</td>
<td>( \text{Relu}(Z_i) = \max(0,Z_i) )</td>
</tr>
<tr>
<td>Softmax</td>
<td>( \text{Softmax}(Z_i) = e^{Z_i} \sum_j e^{Z_j} )</td>
</tr>
</tbody>
</table>

Among the list of formulas, we used the first two formulas in our model for the convolution layer and max-pooling layer to calculate the values of the output shape.
In Fig. 6, the line graph depicts the accuracy and loss of the CNN model created based on every consecutive epoch. The graph shows a brief idea of where maximum accuracy and minimum loss are obtained in epoch 10. Since epoch 10 lead to maximum accuracy so further training of the model and testing might occur an overfitting problem.

V. CONCLUSION AND FUTURE WORK

Throughout several years much research work has been performed on signature verification which led to less forgery and identifying fraudulent documents. Convolution Neural Network proved to be the most efficient model for the verification of signatures along with patterns associated with it. In this research work, CNN successfully classified given input images as either original or forged which were the two class labels for the outcome. Thus the accuracy of 100% is obtained from the model testing with 20 images and 130 images giving an accuracy of 95.5%.

Pattern matching will proceed to further better results based on feature sets, parameters, and classifiers using a Deep neural network and can give better outcomes holding the accuracy rate from 98% to 100% for any number of samples of any datasets.
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